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Abstract—Recently, research on federated clustering has been
actively studied to improve the performance of federated learning
to solve the non-i.i.d issue. Federated clustering makes clusters
with members who has similar characteristics of data which is
used as inputs of federated learning, and each cluster trains
an artificial intelligence model in a federated manner. However,
if distances between members of a cluster configured through
federated clustering is long in a network, the overhead related to
federated learning becomes larger than expected and it may be
lose the network cost benefits of federated learning. In this paper,
we propose a DTW(Dynamic Time Warping) based federated
clustering and MIP(Mixed Integer Programming)-based edge
server placement in order to reduce the network overhead of
federated learning caused by federated clustering under non-i.i.d
setting.

Index Terms—Federated Clustering, Edge Server Placement,
Federated Learning, Building Electricity Demand Prediction,
LSTM

I. INTRODUCTION

With the increase in renewable electricity generation and
decentralization of the market, in the energy field, the build-
ing electricity demand forecasting technique is an essential
research to balance the electricity demand and supply in
buildings and to maintain a stable load on the power grid [1].
The technique generalizes a time-series deep learning neural
network by using the collected electricity demand profiles
and then redistribute it to buildings. However, the centralized
strategy is expensive in terms of communication costs. Also,
because the client sends data to the central server, the personal
information of client may be infringed.

In order to solve the privacy infringement problem and
expensive communication cost problem, a federated learning
approach has been adopted [2]. The federated learning is
a distributed machine learning technique in which buildings
participating in model learning cooperate to learn a global
model under the control of a central entity. The federated
learning preserves privacy by sharing the weights of model
between local buildings and the central entity instead of
electricity demand profiles, and reduces communication costs
by adjusting the number of rounds for the federated learning
[3]. However, if a non-i.i.d(i.e. not independent, equally dis-
tributed) problem such as statistical heterogeneity by irregular
occupants behavior and weather, the convergence and perfor-
mance of the global model may be deteriorated.

In order to alleviate the non-i.i.d problem, a clustered
federated learning technique was proposed [4]. The clustered
federated learning divide into subgroups that show similar
electricity consumption patterns in advance, and performs
the federated learning between buildings in the same cluster.
However, because the electricity demand pattern is markedly
changed by the seasons, it is recommended to perform clus-
tering again when the season changes. Accordingly, before
federated learning, it is necessary to apply the federated
learning approach to clustering in order to preserve the privacy
of building residents.

Recently, a federated k-means clustering technique was pro-
posed to extract electricity consumption patterns considering
privacy [5]. This technique divides subgroups by sharing the
centroid gradient of cluster between each client and central
server. However, when the weather and electricity demand
patterns become irregular, the performance of conventional
federated clustering may be lower. After the federated clus-
tering, the location of the edge server to perform the cluster
federated learning is not suitable, and the network delay
can be increased. Accordingly, it is necessary to consider
the arrangement of edge servers to perform cluster federated
learning.

In this paper, we propose the edge server placement tech-
nique for communication-efficient federated learning by re-
ducing access delay each cluster. We propose two methods
for improving the performance of federated learning. The first
method is a federated K-means using DTW[6] for considering
an environment where data distortions from electricity con-
sumption patterns can be observed due to irregular resident
behavior and weather. The second method is MIP-based edge
server placement by cluster to find the optimal location of
edge server by minimizing the access delay of global server
in federated learning.

II. RELATED WORK

The federated learning, a distributed machine learning tech-
nique, is being activated in a smart grid environment [3]. The
performance of model in the federated learning is deteriorated
by the non-i.i.d problem. In order to improve the performance
of federated learning by alleviating the non-i.i.d issues, the
clustering method that groups buildings according to the
similarity of electricity consumption patterns is being studied



Fig. 1. Federated clustering framework for building electricity consumption
pattern extraction

[4]. When a deep neural network trains the consumer patterns
identified exclusive to the cluster, the performance of deep
learning neural network is greatly improved.

However, because the weights of model are shared instead
of data in the federated learning environment, clustering
without data collection can be difficult. Although pre-clustered
results can be used for the clustered federated learning, new
patterns can be observed in the data over time. To extract
electricity consumption patterns considering the privacy pro-
tection of smart meter data owners, the federated clustering
approach has been proposed [5]. This technique applies the
federated learning to the k-means++ and considers the centroid
initialization of the cluster for improving the federated cluster-
ing performance. At this time, the global server of federated
learning can improve overall network performance by being
located as close as possible to consumers or buildings.

In a edge computing environment, buildings can access an
edge server in close proximity within range of a base station
[7]. Edge servers can be considered as offloading targets for
buildings for the purpose of reducing access latency between
building residents and remote clouds. In this paper, we propose
federated clustering and MIP-based edge server placement to
reduce the network overhead of federated learning in the non-
i.i.d environment.

III. SYSTEM ARCHITECTURE

Figure 1 shows the federated clustering framework for
extracting building electricity demand pattern. Each building
can connect to its associated edge servers through a wireless
link, and the edge servers and the cloud are connected through
optical fiber wired links. In order to form clusters by buildings
where similar electricity demand patterns are observed, the
cloud performs federated clustering. After federated cluster-
ing, for a network cost-effective federated learning task, the
number of edge servers is placed in the optimal location as
many as the number of clusters.

The framework contains base stations S, edge servers E,
buildings B, clusters C, and a cloud. The cloud can be regarded
as a data center. Let S = {s1, s2, ..., si}, E = {e1, e2, ..., ej},
C = {c1, c2, ..., cn}, and B = {b1, b2, ..., bm} denote the set of
base stations, edge servers, clusters and buildings, respectively.
We assume that federated learning task for cluster will be
assigned to one of the edge server e on different locations

Algorithm 1: Gradient Sharing-based Federated Clus-
tering with DTW
Input: Building profiles BP , the number of buildings

M , the number of clusters N , the number of
round R, mini-batch size B, learning rate γ

1 for n = 1, 2, ..., N do
2 Chief randomly selects BP for initializing

centroid profiles CPn
0

3 Chief initializes list of building label L
4 for r = 1, 2, ..., R do
5 for m = 1, 2, ...,M do
6 Worker m selects cluster id cid using DTW :
7 cid = argmin

n∈N
DTW (CPr, BPm)

8 Chief updates cid in L:
9 Ln = cid

10 Chief & workers convert CPr to profile gradient
PGr during communication between buildings
and cloud (2),(3)

11 for n = 1, 2, ..., N do
12 Chief averages CPn

r using DBA:
13 CPn

r+1 = γ 1
BDBA(CPn

r )
14 Chief & workers convert CPr+1 to PGr+1

during communication between buildings and
cloud (2),(3)

Output: list of node label L

of base stations and each edge server has the same computing
resource to process building requests. Also, we assume that
each edge server is responsible for a subset of base stations in
S to process the building requests and the same base station
is not shared between any edge servers.

The federated clustering proceeds between cloud and build-
ings B. The mth building bm collects the profile of mth

building BPm which have information of building electricity
demand and weather. The building profile has three features:
electricity demand, indoor temperature, and indoor relative
humidity. The building profile can be represented as a matrix in
which rows are composed of time index(1h) and columns are
features. This building profile is located in each local building
and is used as input for federated clustering.

Algorithm 1 shows implementation details of the proposed
gradient sharing-based federated clustering with DTW[6]. The
input of proposed method is building profiles BP , the number
of workers N , the number of clusters N , the number of round
R, mini-batch size B, learning rate γ. The cloud initializes the
centroid profile CPn

0 for nth cluster by randomly selecting
the one of buildings from among the set of buildings B
and replacing the profile of mth building BPm to the initial
centroid profile CPn

0 of nth cluster.

Local iteration are implemented in each building. The
cluster id cid of the cluster representing the shortest distance
among the centroid profile CPr for N clusters in round r and



Fig. 2. Edge server placement by federated learning cluster

the mth building profile BPm is selected:

cid = argmin
n∈N

DTW (CPr, BPm) (1)

In order to preserve privacy of clients in federated clustering
task, the proposed federated clustering shares the gradient of
centroid profile PGr in round r instead of centroid profile
CPr in round r. Conversion between the gradient of centroid
profile PGr and centroid profiles CPr in round r is repre-
sented as Equations 2 and 3:

PGr = CPr − CPr−1 (2)

CPr = CPr−1 + PGr (3)

where r denote the rth round, respectively.
Global iteration are implemented in cloud. In order to

consider the distortion between centroid profiles of N clusters,
the proposed centroid averaging method using DBA[8] in
round r is represented as Equations 4:

CPr+1 = γ
1

B
DBA(CPr) (4)

The proposed algorithm outputs the list of node id L in
which the id of the cluster to which each building belongs
is recorded. However, if the buildings belonging to the same
cluster are distributed regardless of the climate zone, the
overhead of the network may be increased.

Figure 2 shows the proposed edge server placement frame-
work by cluster. The edge server is placed at the location
closest to the cluster center among the base station locations.
In other words, it is necessary to find a base station location
that is the minimum sum of distances between a specific base
station and the buildings constituting the nth cluster. In order
to optimize the placement of edge server in network, we need
to consider the access delay. Because each edge server is
located at one of the base stations, the access delay of edge
server is proportional to the distance between the base station s
and the edge server e. To indicate whether the ith base station
si will be assigned to the jth edge server ej , we use a binary
decision variable xi,j ∈ {0, 1}, where xi,j = 1 if edge server
ej is assigned to base station si; otherwise, where xi,j = 0 for
all i and j. For each the distance di,j between ith base station
si and jth edge server ej , we compute d̄i,j =

di,j−Min(D)
Max(D)−Min(D)

TABLE I
PERFORMANCE COMPARISON BETWEEN FEDERATED K-MEANS

ALGORITHMS

Num Cluster Method Avg.DBI Avg.CHI

5 GSFC DTW 1.97 13.76
GSFC 2.33 12.67

6 GSFC DTW 1.96 14.72
GSFC 2.14 10.89

7 GSFC DTW 2.01 14.85
GSFC 1.83 13.37

8 GSFC DTW 1.73 14.98
GSFC 1.97 11.96

respectively. The proposed MIP-based edge server placement
is represented as Equation 5:

sid = argmin
i∈I

I∑
i=1

M∑
m=1

di,mxi,m (5)

where xi,j ∈ {0, 1}. Each edge server should be assigned
to one base station by cluster, and sid is id of the base
station where the edge server will be installed. The edge server
installed at the optimal location of base station performs the
federated learning with buildings in cluster.

IV. EVALUATION

In order to evaluate the proposed edge server placement
system, we compare the performance of the proposed MIP-
based edge server placement system with federated clustering
and random edge server placement system. For the experiment,
we use the building electricity demand dataset of CityLearn[9].
In the CityLearn environment, we select 4 climate zones
and each climate zones consists of 9 buildings. That is, we
use a total of 36 building data sets. Each building dataset
consists of electricity demand data measured hourly over a
year. We compare the proposed GSFC DTW(gradient sharing-
based federated clustering using DTW) with the GSFC[5]. We
set the round of each federated clustering to 20 and the batch
size to 20. The primary purpose of clustering is to minimize
within-cluster distances and maximize inter-cluster distances.
To evaluate the performance of the clustering result, DBI
and CHI are used. GSFC DTW and GSFC use the building
electricity demand, the indoor temperature and the indoor
relative humidity of building as building profiles to influence
federated learning.

Table 1 shows the performance comparison for the federated
k-means methods initialized with the same centroid profile
according to the number of clusters. In other cases except for
the number of clusters of 7, GSFC DTW is lower than GSFC
in DBI which calculated as the ratio of the degree of separation
between different groups by comparing the variance within the
groups. On the other hand, GSFC DTW is higher than GSFC
in CHI which measures the ratio between cluster variance
and intra-cluster variance. When the number of clusters is 8,
the lowest DBI and highest CHI are shown. Because of this,
buildings in cluster are distributed regardless of the climate



Fig. 3. Comparison of average access delay between different edge server
placement algorithms. (a) Average of access delay, (b) Access delay per cluster

zone. Edge servers that perform the federated learning should
be placed in optimal locations considering the locations of the
buildings constituting each cluster.

Figure 3 shows the comparison of access delay by edge
server placement algorithms. In Figure 3(a), the average
of access delay is about 0.5ms lower for the proposed
GSFC DTW MIP method than the random edge server place-
ment method. Because edge servers are randomly placed in
8 out of 36 base stations, the access delay of random edge
server placement method is irregular. For better understanding
of performance between edge server placement methods, it
is necessary to measure the access delay of each cluster.
In Figure 3(b), the access delay of the GSFC DTW MIP
method is lower than the random edge server placement
method in the remaining clusters except for the C7(7th cluster)
and the C8(8th cluster). Because the locations of buildings
in cluster are relatively far away regardless of the climate,
clusters C4, C7, and C8 show higher access delay. After edge
server placement in network, it is necessary to confirm the
performance of clustered federated learning.

The LSTM network for federated learning takes previous
10 hours of the electricity demand profile sequence and two
additional input vectors which consist of temperature and
humidity of each corresponding hour. With 3 LSTM layers
and a linear layer, the network predicts the expected future
electricity demand of the next 1 hour. Figure 4 shows the
comparison of RMSE(Root Mean Square Error) error between
CA(centralized algorithm) and federated learning algorithms.
The error rate of the proposed GSFC DTW FL is similar with
the CA and lower than the basic FL.

V. CONCLUSION

In this paper, we propose an edge server placement tech-
nique considering access delay by each cluster for network
efficient federated clustering. We propose two methods for this
technique. The first method is a federated K-means algorithm
using dynamic time warping for electricity consumer cluster-
ing in an environment where data distortions from electricity
consumption patterns can be observed due to irregular resident
behavior and weather. The second method is mixed integer
programming to find the optimal edge server placement among
edge servers and minimizing the access delay of edge server.

Fig. 4. Comparison of RMSE between centralized algorithm and federated
leaning algorithms
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